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Overview
This report examines how recent Online Platform Regulations introduced in the European 
Union, the United Kingdom, and Australia are shaping regulatory approaches to online 
platforms in the Global Majority. Focusing on six diverse case studies – Brazil, India, 
Indonesia, Morocco, Nigeria, and Sri Lanka – we explore how the Global North platform 
regulation frameworks are influencing emerging regulatory models across varied 
geopolitical, cultural, and legal contexts.

For each regulatory framework, we explore the approach to the scope of regulated 
entities, platform liability, additional duties of online platforms, regulatory mechanisms 
and considerations of human rights. Our analysis is grounded in international human 
rights law and draws on a wide range of evidence to assess both direct and indirect 
impacts of Global North regulation. We identify patterns of both convergence and 
divergence, seeking to highlight the means and strategies through which Global 
Majority countries adapt and localise external regulatory trends.

The report concludes with targeted recommendations for policymakers in the 
Global Majority, emphasising how international frameworks and global best practices 
can be critically adapted to local realities. In doing so, we aim to support the 
development of platform governance models that are context-sensitive, effective and 
rights-respecting.
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Influence of the Global North
The regulatory choices in the EU’s Digital Services Act (DSA), the UK’s Online Safety 
Act (UK-OSA), and Australia’s Online Safety Act (A-OSA) are influencing how Brazil, 
India, Indonesia, Nigeria, Sri Lanka, and Morocco are considering regulating online 
platforms.

Much like the GDPR’s “Brussels Effect,” the DSA in particular is setting a global 
precedent for transparency, accountability, and risk-based regulation.

Areas of Convergence
Systemic risk-based approaches: Several Global Majority countries are adopting 
duties of care, risk assessments, and transparency obligations inspired by the 
DSA, UK-OSA, or A-OSA frameworks.

Child safety: The jurisdictions analysed in Asia and Africa show strong alignment 
with the UK and Australian focus on age assurance and child protection.

Transparency & accountability: Requirements for clear terms of service, 
reporting, and researcher data access tend to mirror DSA provisions, expanding 
the ability of researchers and civil society actors to pursue evidence-based 
accountability from platforms.

Areas of Divergence
Regulatory independence: Unlike in the Global North, many Global Majority 
regulations face limitations in institutional settings. In many cases, regulators in 
charge of overseeing the frameworks can be closely tied to governments, creating 
risks of censorship and political misuse.

Human rights safeguards: Stronger protections for freedom of expression and 
privacy found in Global North laws are often absent or diluted in Global Majority 
frameworks. This creates opportunities to leverage the UN Guiding Principles on 
Business and Human Rights (UNGPs), oriented by the work of the OHCHR B-Tech 
Project, and best practices for shaping platform governance in the UNESCO’s 
Guidelines for the Governance of Digital Platforms.

The role of encryption: While the EU exempts encrypted services under the 
DSA, the UK model threatens end-to-end encryption, and some Global Majority 
frameworks are leaning toward the UK’s approach.
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Risks of Transplantation
• Directly copying Global North frameworks into weaker rule-of-law

environments may enable repression.
• Age assurance measures may harm privacy and disproportionately exclude

vulnerable groups.
• Overly broad takedown obligations can incentivise platforms to censor

legitimate speech.

Recommendations

Anchor platform 
regulation in human 
rights

Establish an enabling 
regulatory ecosystem

Adopt inclusive, 
multi-stakeholder 
processes

Foster transnational 
dialogue and Global 
Majority leadership

Align with global 
norms and frameworks

Create independent 
and well-resourced 
regulators

Carefully calibrate 
duty of care 
frameworks

Contextualise 
regulatory 
approaches

Require transparency 
from online platforms

Enhance the resilience 
of the information 
ecosystem
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Governments around the world are grappling with how and when to regulate 
online platforms, which have become an increasingly integral part of everyday life. 
While online platforms create unprecedented opportunities for communication, 
economic inclusion, access to information and movement-building, they also pose 
significant risks to people’s wellbeing, human rights and democratic institutions – 
sometimes with devastating consequences. In response, governments worldwide 
are accelerating efforts to establish regulatory frameworks that hold online 
platforms accountable for the harmful effects of their services.

For many years, online platforms benefited from broad exemptions from liability 
for user-generated content. Early regulatory efforts largely focused on requiring 
faster removals of specific types of prohibited content – such as hate speech, 
terrorist content or child sexual abuse material (CSAM). In recent years, however, 
governments have begun adopting more comprehensive approaches. These 
newer frameworks impose wide-ranging duties on platforms to protect users from 
illegal and harmful content, safeguard users’ rights and ensure fair competition.

A handful of Global North governments have already enacted holistic platform 
regulations of this kind. The European Union’s Digital Services Act (EU-DSA), 
Australia’s Online Safety Act (A-OSA) and the United Kingdom’s Online Safety 
Act (UK-OSA) exemplify this trend. While they differ in scope and design, each 
framework imposes heightened obligations on online intermediaries – particularly 
large platforms – to monitor and mitigate illegal content, to assess and manage 
systemic risks, and to be more transparent and accountable to users and 
government. Both the UK-OSA and the A-OSA also require platforms to address 
“legal but harmful” content and to safeguard children from harms, including 
through age assurance measures.

As some of the earliest major blueprints for platform accountability, these 
regulations are reshaping the regulatory landscape not only at home but also 
abroad. Much like the EU’s General Data Protection Regulation (GDPR) triggered 
a global wave of data protection reforms, the EU-DSA and its counterparts are 
influencing how governments around the world look to regulate platforms in 
their own contexts. The ability of the European Union, in particular, to set global 
standards through its regulatory approaches even beyond its borders is often 
described as “the Brussels Effect”.1 Some elements of the three frameworks 
mentioned above provide useful models for rights-respecting platform regulation. 

Introduction1.



GLOBAL PARTNERS DIGITAL 7Globalising Platform Regulation Report

Yet they also reflect the specific legal traditions, cultural values, and institutional 
capacities of Europe, the UK, and Australia, and require substantial financial 
and institutional resources to establish and sustain the relevant oversight 
mechanisms, which may prove more challenging in a range of Global 
Majority contexts. Furthermore, human rights organisations have raised 
concerns about the potential negative impacts of these regulations on 
freedom of expression and privacy, and the long-term consequences of 
these frameworks for human rights remain uncertain.

For governments in the Global Majority considering the EU-DSA, UK-OSA 
and A-OSA as templates for platform regulation, caution is essential. Directly 
transposing these frameworks into very different geopolitical contexts can lead 
to unintended consequences for human rights. These frameworks rely heavily 
on independent regulators and strong judicial systems, making them particularly 
vulnerable to abuse in environments with weaker rule of law, fewer institutional 
safeguards or inadequate protections against governmental overreach. In such 
contexts, stringent content moderation and proactive monitoring requirements 
may be misused to suppress dissent or target marginalized communities. 
Additional challenges arise in countries with high linguistic diversity. Where 
platforms lack the capacity to review content across multiple local languages 
within strict timeframes, overbroad censorship becomes more likely. This dynamic 
can also be exploited by bad-faith actors who manipulate reporting systems 
to silence minoritised groups.

This policy brief sets out the contextual and historical background of the platform 
regulation frameworks currently in force in Australia, the UK and the EU, alongside 
six emerging or recently amended frameworks in Brazil, India, Indonesia, Morocco, 
Nigeria and Sri Lanka. It then examines the extent to which the Global North 
regulations have shaped the Global Majority initiatives, analyzing how each 
framework defines:

1. the scope of regulated entities (Section 6.1)
2. platform liability for user-generated content and content moderation

requirements (Section 6.2)
3. additional duties placed on online platforms (Section 6.3)
4. the nature of regulatory oversight (Section 6.4), and
5. consideration of human rights concerns (Section 6.5).

We conclude with ten recommendations (p. 38) for policymakers in the Global 
Majority, offering guidance on how to design online platform regulations that are 
effective, proportionate and rights-respecting, while accounting for local context.
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This section defines key terms guiding the scope and framework of analysis 
within this policy brief.

We use the term “online platform” to describe internet-based services that 
enable users to share and post content visible to other users. While regulatory 
frameworks may refer to these entities as “online services,” “service providers,” 
“intermediaries,” or other terms, we use “online platform” consistently for clarity.

Although a wide range of laws and policies apply to such platforms, our focus is on 
those that impose responsibilities on online platforms to manage user-generated 
content. Specifically, we examine holistic “online safety” frameworks that assign 
broad duties and responsibilities to platforms, rather than laws narrowly targeting 
specific content types. We acknowledge, however, that these categories often 
overlap, as comprehensive frameworks are frequently built upon earlier, issue-
specific regulations.

Our analysis centres on the relationship between online platform regulations in 
the Global North2 and those in the Global Majority – a term we use to describe 
countries commonly categorized as low- and middle-income by the World Bank,3 

which account for over 85% of the world’s population.4 We select the EU-DSA, 
UK-OSA and A-OSA as some of the most influential Global North approaches 
around the world, while recognizing that other approaches to platform regulation 
have been explored and implemented elsewhere in the Global North.

We concentrate on the impact of these three regulations on regulatory initiatives 
in Global Majority countries. However, many countries in the Global Majority were 
already developing holistic platform regulations prior to the adoption of these Global 
North models.* Furthermore, similarities between frameworks do not always indicate 
direct influence or transfer; they may also arise from parallel policy debates, 
shared global concerns or other common external drivers. Accordingly, we 
emphasise cases where policymakers or key stakeholders explicitly cite the DSA, 
UK-OSA, or A-OSA during drafting or consultation processes. Where such 
evidence is unavailable or drafts of legislation are not yet finalized or publicized, 
we cautiously infer influence from contextual factors such as timing, 
substantive alignment and government announcements, while acknowledging 
that the absence of public documentation weakens claims of direct linkages 
between two frameworks.

Scope of 
this work

2.

* Examples include: Fiji’s Online Safety Act (2018), Argentina’s Intermediary Services on the Internet: Providers’

Responsibility Guidelines (2012), Sudan’s Regulation on content filtering and website blockage (2020) and Senegal’s Draft

Bill on the Framework of the Use of Social Networks (2020).
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Our analysis of platform regulations is grounded in international human rights law 
(IHRL). IHRL applies at all times and establishes states’ obligations to respect, 
protect and fulfil human rights, including in the online environment.5 All countries 
discussed in this report have ratified both the International Covenant on Civil and 
Political Rights (ICCPR) and the International Covenant on Economic, Social and 
Cultural Rights (ICESCR). Additionally, the UN Guiding Principles on Business and 
Human Rights (UNGPs) provide that states must protect against human rights 
abuses by third parties, including businesses, and that companies themselves 
have a responsibility to respect human rights wherever they operate.6 

Online platforms – and by extension, state regulations which determine their 
responsibilities – affect the enjoyment of a wide range of human rights, including 
for people who may not directly use the services. Platforms have become central 
tools for facilitating individuals’ right to express themselves and to access 
information (Article 19, ICCPR), to access opportunities for education (Article 
13, ICESCR), and to take part in cultural life and enjoy the benefits of scientific 
progress (Article 15, ICESCR). Article 19 of the ICCPR guarantees everyone’s right 
to hold opinions without interference and to seek, receive and impart information 
and ideas across borders and through any media.7 It also sets out strict conditions 
for any restriction on this right, known as the three-part test. Restrictions on 
freedom of expression must:

1. be provided by law;
2. pursue a legitimate aim (respecting the rights or reputations of others or

protecting national security, public order, public health or morals); and
3. be necessary and proportionate to achieving that specific legitimate aim.

Even where states do not expressly restrict certain types of online content, 
overly broad or rigid platform regulations risk incentivising platforms to censor 
legitimate online expression, undermining rights protected under international 
law.8 This may further impact the enjoyment of a range of other rights, as 
freedom of expression is an enabling right that allows people to secure 
and defend all the other  human rights.9 

While online platforms can play a vital role in facilitating the enjoyment of human 
rights, they have also been implicated in rights violations. Weak protections for 
users’ personal data and private communications may undermine the right to 

Platform regulation 
and human rights

3.
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privacy, while failure to promptly remove non-consensual intimate images (NCSII) 
can impact individuals’ rights to freedom from unlawful attacks on their reputation 
(Article 17, ICCPR). Inconsistent content moderation practices can impact 
individuals’ right to non-discrimination (Article 26, ICCPR), while algorithmic 
promotion of certain political content can distort democratic processes and 
impact the right to free and fair elections (Article 25, ICCPR). Failures to address 
online mis- and disinformation about COVID-19 jeopardized the right to health 
(Article 12), and not curbing online incitement to hatred or terrorism has, in some 
cases, contributed to violations of the right to life (Article 6, ICCPR).10 

Children’s rights represent a particular area of concern for many governments 
seeking to regulate online platforms. Under the Convention on the Rights of the 
Child (CRC), children and young people are entitled to be involved in decisions 
affecting them (Article 12) and the same rights to expression and access 
to information as adults (Article 13). At the same time, the CRC recognises 
children’s needs for special safeguards and care due to their physical and mental 
immaturity, including protection from physical and psychological harm, 
exploitation and sexual abuse (Article 19). There is increasing evidence of the 
effects of age-inappropriate and harmful content, such as cyberbullying, sexual 
content and the promotion of unhealthy and unrealistic body standards, on 
child development.11 As such, the protection of children’s rights is a sensitive 
but increasingly central component of many governments’ approaches 
towards platform regulation.

Multiple sources of international guidance set out how states and online 
platforms should respect and protect human rights in the online 
environment through platform regulation initiatives. The United Nations Office 
of the High Commissioner for Human Rights (OHCHR) has provided extensive 
guidance on how governments should regulate technology companies in line 
with the UNGPs via its B-Tech project.12 The United Nations Educational, 
Scientific and Cultural Organisation (UNESCO) issued Guidelines for the 
Governance of Digital Platforms in 2023,13  which stressed that content 
regulations must comply with the three-part test, be evidence-based and 
proportionate, include procedural safeguards, and be implemented by an 
independent body. In addition, international multi-stakeholder initiatives such as 
the Manila Principles on Intermediary Liability,14 the Santa Clara Principles on 
Transparency and Accountability in Content Moderation15 and the Global 
Network Initiative (GNI) Principles on Freedom of Expression and Privacy16  
reinforce core principles of respect for human rights in content 
moderation decisions, emphasising regulations which focus on disclosure and 
transparency from platforms rather than sweeping takedown requirements.
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In this section, we consider the political, legislative and societal context and 
background of the three Global North platform regulations of focus: Australia’s 
Online Safety Act, the United Kingdom’s Online Safety Act, and the European 
Union’s Digital Services Act.

	 AUSTRALIA

Safeguarding children from harmful and inappropriate material online has been 
a longstanding policy priority for the Australian government.17 In 2015, Australia 
established the “world’s first government agency dedicated to keeping people 
safer online”, when the then Coalition government passed the Enhancing 
Online Safety for Children Act (EOSCA).18 The eSafety Commissioner was 
empowered to monitor and promote compliance with the EOSCA, which sought 
to address cyberbullying targeting Australian children. Under the Act, social media 
services were required to: include prohibitions on cyberbullying in their terms 
of service; implement user complaint mechanisms for removing cyberbullying 
content; and designate platform representatives to engage with regulators. The 
eSafety Commissioner was also tasked with supporting and encouraging the 
implementation of measures to improve online safety for children (Section 15(1)
(c)) and issuing guidelines and statements related to best practices for child 
online safety (Section 15(1)(p)).

In subsequent years, several further investigations and reports by parliamentary 
committees and the eSafety Commissioner were published, addressing children’s 
access to gambling and pornography sites.19 A statutory review of the EOSCA in 
2018 recommended a more “proactive” regulatory framework for online platforms, 
requiring the online and digital industry to “implement measures to patrol, detect, 
remove and deter the posting of and access to illegal and harmful content”.20   
Following a year of drafting and consultation, the A-OSA was passed in 2021, 
significantly expanding the Commissioner’s mandate and powers.

Under the A-OSA, the eSafety Commissioner may order online platforms to 
remove prohibited content, require compliance reporting, and oversee industry 
codes and standards on tackling prohibited content. Child online safety remains 
central to the regulation: the Commissioner is explicitly required to have regard to 
the CRC in performing its functions (Section 24.1). The Act also extends protections 
for adult online safety, requiring platforms to take reasonable steps to prevent 

Global North platform 
regulations

4.
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users from accessing prohibited materials and maintain reporting and complaints 
systems. In 2022, the Basic Online Safety Expectations (BOSE) set out further 
responsibilities for platforms across specific content categories.21 

Since its passage, the A-OSA has been amended several times, continuing to 
reflect Australia’s emphasis on child online safety. Most notably, the Online 
Safety Amendment (Social Media Minimum Age) Bill 2024 bans under-16s from 
accessing platforms that facilitate social interaction from December 2025. To 
support implementation, the Australian government allocated AUD $6.5 million for 
an Age Assurance Trial to explore appropriate technical options for age verification.22 

A statutory review of the Act published in 2024 also recommended that Australia 
go further by introducing a “singular and overarching duty of care” on online 
platforms, with stronger civil penalties for non-compliance. The review also 
recommended requiring online platforms to conduct risk assessments and annual 
transparency reports, in line with other emerging regulatory frameworks in the 
Global North.23 

	 THE UNITED KINGDOM

The UK’s path to online platform regulation began in April 2019 with the publication 
of the Online Harms White Paper by the then-Conservative government.24 The 
white paper – co-drafted by the UK Department for Digital, Culture, Media and 
Sport and the UK Home Office – proposed a statutory duty of care for online 
platforms, requiring them to put systems and processes in place to address illegal 
and harmful content. While it referenced risks such as terrorism, disinformation 
and online criminal activity, there was also strong emphasis on the impact of 
legal but harmful content, particularly its effect on children’s mental health and 
wellbeing. The white paper also proposed the establishment of an independent 
regulator to oversee implementation, which – after consultation – was confirmed 
by the government to be the Office of Communications (Ofcom), the existing 
regulator for broadcasting, telecommunications and postal industries.25  While 
developing the proposed legislation, the government also published two voluntary 
codes of practice for platforms to address terrorist content and CSAM.26 

A draft Online Safety Bill was published in May 2021 and scrutinized by a joint 
Parliamentary Committee before its formal introduction in March 2022. After 
significant revisions during its passage through Parliament, the bill was passed 
in October 2023 as the UK-OSA. It requires all regulated platforms to assess 
and mitigate risks of illegal content and activity on their services, as well as from 
content which is harmful to children. The UK-OSA also introduces and updates 
criminal communications offences, including sending false or threatening 
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communications, cyberflashing, showing flashing images to people with epilepsy 
and encouraging or assisting self-harm.

Under the UK-OSA, online platforms must establish reporting and complaints 
mechanisms, report detected CSAM to the National Crime Agency and have due 
regard to users’ rights to freedom of expression and privacy when implementing 
content policies. Larger platforms must also give users greater control over the 
kinds of content they see, enforce their terms of service consistently, implement 
redress mechanisms for wrongful content removals, and assess the impact of 
their safety policies and procedures on users’ rights to freedom of expression 
and access to journalistic content.

As regulator, Ofcom is empowered to demand information from platforms, 
conduct audits, issue enforcement notices, impose financial penalties, and 
seek court orders for business disruption measures. Ofcom is also tasked with 
issuing codes of practice to guide platforms’ compliance. To date, it has published 
codes on Protecting People from Illegal Harms27 and Protection of Children,28 
which set specific expectations for online platforms regarding risk assessment, 
automated and manual moderation of illegal content, and the classification of 
harmful material.

	 THE EUROPEAN UNION

The EU’s supranational character enables it to pursue long-term strategic priorities 
in regulation, and its consensus- and values-driven approach somewhat elevates 
the status of its regulatory benchmarks beyond the legal borders of the EU.29  
Combined with the size of its internal market, this gives the EU significant soft 
power in shaping global debates on online platform governance.

For over two decades, online platforms in the EU were governed by the 
Electronic Commerce Directive (2000/31/EC). This Directive harmonized rules 
for online services across EU Member States, promoting e-commerce while 
limiting platform liability; hosting providers were not liable for illegal third-party 
content if they removed it promptly once notified (Article 14). The Directive 
also prohibited Member States from imposing general monitoring obligations 
on online intermediaries (Article 15), following a ruling by the European Court of 
Justice that general monitoring obligations are unlawful.30 As user-to-user online 
platforms grew in scale and impact, pressure mounted to update the e-Commerce 
intermediary liability to rebalance the responsibilities of online platforms towards 
their users. The EU issued the Code of Practice on Disinformation (2018) and 
the Regulation on Terrorist Content Online (2022), but the EU-DSA represents 
its most comprehensive intervention in platform governance to date.
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The EU-DSA was proposed in December 2020, approved in 2022 and came into 
force in February 2024. While the e-Commerce Directive continues to govern 
intermediary liability for user-generated content, the EU-DSA requires online 
platforms to implement complaint and reporting systems, prioritize reports of 
illegal content by “trusted flaggers”, and promote transparency and freedom 
of choice for users. Very Large Online Platforms and Services (VLOPs/VLOSEs) 
– of which there are currently 1931 – are also required to adhere to additional 
obligations relating to assessing and mitigating risks emerging from the use of 
their services, and complying with auditing and reporting requirements.

Enforcement is split between Member States and the European Commission. Each 
Member State must designate a Digital Services Coordinator (DSC) to oversee 
compliance nationally, with powers to access platform data, conduct inspections, 
certify trusted flaggers, and handle user complaints (Article 49). The European 
Commission directly supervises VLOPs and VLOSEs, with powers to designate 
them and request information on their implementation of EU-DSA requirements. 
The regulator can impose significant fines (up to 6% of annual turnover) for 
non-compliance. The EU-DSA also established new institutions to strengthen 
accountability further, including the European Board for Digital Services,32 the 
European Centre for Algorithmic Transparency,33 and the DSA whistleblower tool 
for monitoring compliance by VLOPs and VLOSEs.34 The EU Commission has also 
signed an agreement with Australia’s eSafety Commissioner to foster collaboration 
on the enforcement of online platform regulation, including expert dialogues, joint 
training of technical staff, and sharing of best practices.35 
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Global Majority platform 
regulations

5.

This section provides an overview of the motivations, background and current 
status of six recent or emerging online platform regulatory initiatives from Global 
Majority countries, concentrating on comprehensive regulatory frameworks as 
opposed to ad hoc reactive measures. We focus, in particular, on frameworks 
for which there is explicit evidence of influence by one of the three Global North 
platform regulations described in the previous section (AU-OSA, UK-OSA and 
EU-DSA).

The term “Global Majority” encompasses countries with diverse cultural, political, 
economic and social contexts, with considerable variation in the design and 
motivation of online platform regulation. However, many Global Majority countries 
share common concerns about the impacts of online platforms, particularly where 
digital literacy gaps, linguistic diversity, ethnic and religious tensions or risks of 
government overreach make effective content governance both more difficult 
and more essential. Responses to these challenges have ranged from outright 
bans and shutdowns of platforms seen as inactive on issues such as hate speech 
or disinformation,36 to more nuanced attempts to craft regulations that balance 
platform interests with the protection of user rights.

	 BRAZIL

The Marco Civil da Internet (MCI), passed in 2014, has fundamentally shaped the 
landscape of online platform regulation in Brazil.37 The MCI exempts platforms from 
liability for user-generated content, unless they fail to comply with a court order 
for its removal (Article 19). The only exceptions are for copyright violations and 
NCSII, where platforms can be held liable upon user notification alone (Article 21).38 

The legislation explicitly references the right to freedom of expression throughout, 
with a clear intention to ensure that the judiciary – not private companies – 
determines what content should be prohibited online.

Critics have argued that this liability model is too lenient, allowing large online 
platforms to avoid responsibility for harmful content which is amplified by their 
services.39 Concerns have grown around the spread of online content linked to 
violence amongst young people,40 and political instability, such as the attempted 
overthrow of the legitimately elected Brazilian government in January 2023.41 As 
such, there have been a number of legislative proposals to reform the intermediary 
liability system in the MCI, but none have yet been passed. The most prominent 
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attempt was Bill No. 2630/2020 to establish the Brazilian Law of Freedom, 
Responsibility and Transparency on the Internet, nicknamed “The Fake News 
Bill” (FNB) due to its original focus on tackling mis- and disinformation during 
the COVID-19 pandemic.42 Although approved by the Senate in 2020, a revised 
version of the FNB stalled in the Chamber of Deputies in 2023, due to disputes 
over the scope of MCI reform and intermediary liability rules.43 

In the meantime, a landmark ruling by the Brazilian Supreme Court has recently 
drastically reshaped the Brazilian intermediary liability framework. The Court heard 
two cases concerning individuals who had requested online platforms to take 
down content which significantly impacted their privacy or reputation.44 In its 
judgment, the Court ruled that Article 19 of the MCI is partially unconstitutional 
for failing to adequately protect constitutional values, specifically fundamental 
rights and democracy.45 While the Court upheld the court order requirement for 
“crimes of honour” (defamation, slander or libel), it expanded the notice-and-
takedown procedure to cover all forms of illegal content, not just copyright and 
NCSII. Furthermore, the Court ruled that platforms are liable for illegal content 
promoted through paid advertisements or artificial networks regardless of 
notification. The Court urged the National Congress to update the existing legal 
framework for platform liability accordingly.46 

Following the ruling, reports indicate that the government plans to revise and 
reintroduce the FNB or a similar bill.47  Notably, the EU-DSA has had a visible 
impact on the ongoing online platform regulation debates and recent Supreme 
Court ruling. For example, the version of the FNB introduced by the Brazilian 
government in May 2023 contained 25 explicit references to the EU-DSA in the 
justification, reflecting both EU–Brazil diplomatic engagement and efforts by EU 
parliamentarians to share expertise.48  More broadly, the very existence of the 
EU-DSA has reportedly strengthened domestic campaigns pushing for stricter 
online platform regulation in Brazil.49

	 INDIA

India’s Information Technology Act (IT Act),50 enacted in 2000, is the primary 
legislation governing e-commerce and cybercrime in India. Over time, the rules 
issued under the IT Act have significantly reshaped the liability and responsibility 
of online platforms for illegal and harmful content. The Information Technology 
(Procedure and Safeguards for Blocking for Access of Information by Public) 
Rules 200951 empowered the government to restrict Internet services under six 
broad conditions. More recently, the Information Technology (Intermediary 
Guidelines and Digital Media Ethics Code) Rules 202152 (the IT Rules) imposed 
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strict content filtering and takedown obligations on online platforms. The IT 
Rules also established a government committee with authority to “fact-check” 
content and order content takedowns.53 These provisions were widely criticized 
for granting the government overbroad powers to intervene in platforms’ content 
governance mechanisms, raising serious concerns for freedom of expression and 
independent online media.54 

In 2023, the Indian government announced plans to replace the IT Act and Rules 
with a new Digital India Act (DIA). The DIA will introduce new rules for a wider 
range of digital intermediaries, including not just online platforms but also AI 
companies.55 While no draft has yet been published and the legislative process 
has been somewhat opaque to date,56 the Indian Ministry of Electronics and 
Information Technology (MeitY) have outlined the goals of the DIA: fostering an 
open Internet, enhancing online safety and trust, and creating a new adjudicatory 
mechanism for online civil and criminal offences designed to provide citizens 
with more timely and consistent remedies for harms caused by digital services.57 

Although official documents and ministerial statements have not explicitly cited 
influence from the EU-DSA, UK-OSA or A-OSA on the Indian approach to platform 
regulation, several legal commentators suggest that these frameworks are shaping 
India’s regulatory trajectory, particularly requirements relating to user safety 
obligations, systemic risk assessments, and stronger accountability mechanisms.58

	 NIGERIA

Early efforts to regulate online platforms in Nigeria were controversial. The 
Protection from Internet Falsehood and Manipulations Bill (2019) sought to 
address mis- and disinformation, but proposed sweeping powers for government 
authorities, including the ability to compel online platforms to take down content 
deemed to be false, and to shut down their services if they did not comply. The 
bill was widely criticized for potentially enabling censorship and was never passed. 
Later, the Nigerian Government suspended Twitter’s services in June 2021 for 
approximately six months, partly in response to Twitter’s removal of a controversial 
tweet by the then-Nigerian president.59 

With the 2019 bill stalled, Nigeria’s National Information Technology Development 
Agency (NITDA) issued a Code of Practice for Interactive Computer Service 
Platforms/Internet Intermediaries (Code of Practice) in 2022.60 The Code aimed 
to increase platform accountability by requiring them to provide complaints and 
appeals mechanisms for users, to publish their terms of service, to carry out risk 
assessments for harmful content and to audit automated content moderation 
tools for accuracy and fairness. It also included more nuanced provisions on 
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tackling mis- and disinformation than the 2019 bill, emphasising investment in 
culturally-sensitive content moderation, digital literacy, and researcher access to 
data. However, concerns were raised about the Code’s strict content takedown 
deadlines, vague definitions of “harmful” content, and requirements that platforms 
prevent uploads of illegal content to their services, which would imply a general 
monitoring requirement widely perceived to be a disproportionate interference 
with users’ privacy.61

In response to these criticisms, NITDA launched a new multi-stakeholder 
consultation process to help reshape its online platform regulation approach. This 
culminated in a 2024 white paper outlining plans for an Online Harms Protection 
Bill (OHPB).62 The proposed OHPB adopts a co-regulatory approach designed 
to secure transparency, responsibility and accountability from online 
platforms. The white paper also recognised the difficulties of balancing the 
need to address harmful content with the protection of freedom of 
expression, highlighting the risks of “the subjective nature of content 
interpretation… regulatory overreach, and the potential impact on innovation, 
especially for smaller online platforms.”63 

The white paper drew on comparative regulatory models for online 
platforms across Africa and globally, but specifically identified lessons and 
best practices laid out in more proactive approaches to online safety, such as 
the EU-DSA and UK-OSA, as shaping the government’s current approach.64 
These frameworks appear to have influenced Nigeria’s turn towards risk-
based, transparency-focused regulation, marking a clear departure from 
earlier, more punitive approaches to online governance.

INDONESIA

Indonesia’s Electronic Information and Transaction Law (Law No. 11/2008) 
provides the foundation of the country’s online platform regulation framework.65 
While the original law exempted platforms from liability for user-generated 
content, successive amendments and regulations have steadily expanded their 
obligations under the law.66 In particular, the Ministerial Regulations on Private 
Electronic System Operators (MR5) of 2020 required platforms to register with 
authorities, prevent the dissemination of “prohibited content” (broadly defined), 
and remove such content within strict timeframes once notified.67 The Indonesian 
Ministry of Communication and Digital Affairs (MOCDA) – previously referred to as 
Kominfo – enforces the regulations and has used these provisions to fine, throttle 
and even block online platforms, particularly during times of political unrest.68

Indonesia’s focus on government-ordered takedowns stands in stark contrast to 
the independently regulated, risk-focused approaches of the EU-DSA, UK-OSA 
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and A-OSA. However, Indonesia’s most recent rules issued under the Electronic 
Information and Transaction Law show signs of increased alignment with Global 
North approaches to child online safety. Specifically, Government Regulation 
No. 17 of 2025 on the Governance of Electronic System Implementation in 
Child Protection (GR17/2025) imposes binding obligations on both public and 
private digital platforms and services to protect children who use or access their 
platforms. Its provisions include mandatory risk assessments, age-appropriate 
design, and proactive mitigation of harms to children – closely echoing the child-
safety-first approach of the UK-OSA and the A-OSA. Online platforms have until 
2027 to comply with the new rules.69

This shift illustrates how Global Majority states may selectively draw from Global 
North frameworks: while Indonesia maintains restrictive, state-led enforcement 
in some areas, it has incorporated international models into sector-specific 
regulations, especially where child protection provides political and normative 
legitimacy.

SRI LANKA

Sri Lanka proposed the Online Safety Act (OSA) in September 2023,70 partially 
motivated by the concerns around the role of illegal online content inciting terror 
attacks in the country in 2019 and the need to curb the dissemination of fake 
news and hate speech targeting marginalized communities.71 The Act establishes 
a centralized “Online Safety Commission” to oversee online content and user 
behaviour, with sweeping powers to regulate speech online. Critics argue that 
the framework is authoritarian, disproportionate, and heavily geared towards 
censorship. More than 50 petitions were filed in the Supreme Court during the 
parliamentary review process for the OSA, warning of its serious risks to 
freedom of expression.72 International human rights organisations, domestic 
civil society groups, and even the UN High Commissioner for Human Rights 
also condemned the bill.73 Despite this opposition, the Act was passed in 
January 2024, even though 51 petitions were presented to the Sri Lankan 
Supreme Court, motivating 31 recommended amendments; only a handful of 
them were adopted.74 

Reports and right-to-information filings show that the Sri Lankan OSA 
drew inspiration from both Singapore’s Protection from Online 
Falsehoods and Manipulation Act (2019) and the UK-OSA.75 However, whereas 
the UK framework is grounded in transparency, co-regulation and accountability, Sri 
Lanka’s adoption has largely stripped these safeguards, reconfiguring the model 
into a tool for centralized state control. This underscores the risk that Global 
North regulatory templates, when adapted without robust institutional 
safeguards, may inadvertently legitimize restrictive approaches in more fragile 
democratic contexts.
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	 MOROCCO

The Moroccan government has recently announced plans to draft a new legal 
framework to regulate online platforms and address illegal and harmful content.76 
The proposed law is expected to expand the powers of Morocco’s High Authority 
for Audiovisual Communication (HACA), enabling it to oversee online platforms’ 
compliance with the new regulation and order content removals. The framework 
will also impose obligations on online platforms regarding content moderation, 
user and complaints systems and reporting requirements. Early reports indicate 
that the regulation is explicitly inspired by the EU-DSA, reflecting Morocco’s 
interest in aligning its approach with international best practices while adapting 
them to local governance structures.77 
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This section examines the normative impact of the three Global North platform 
regulation frameworks – the AU-OSA, UK-OSA, and EU-DSA – upon platform 
regulatory processes in the Global Majority. We focus on the six regulatory 
frameworks or proposals described in Section 2 (in Brazil, India, Indonesia, 
Morocco, Nigeria and Sri Lanka), but also include relevant examples from other 
Global Majority frameworks not explicated in Section 2. We consider specific 
elements of platform regulations:

1.	 The regulatory scope – which type of services fall under the law, and whether 
private and end-to-end encrypted (E2EE) messaging services are included.

2.	 Platform liability regime for user-generated content – obligations and 
responsibilities for the types of user-generated content covered by the 
regulations and risk assessments.

3.	 Additional duties required of online platforms – including terms of service 
publication, user complaint and appeals mechanisms, transparency reports, 
age verification and researcher access to platform data.

4.	 The regulatory oversight regime – the regulatory bodies, enforcement 
mechanisms, information requirements and penalties designed to ensure 
platform compliance.

5.	 Human rights safeguards – particularly balancing the prevention of online 
harms with protections for freedom of expression, privacy and other 
fundamental rights.

For each analytical category, we first present a comparative analysis of the 
approaches taken in the A-OSA, the UK-OSA and the EU-DSA. We then identify 
and discuss approaches to these elements of the regulation in the initiatives in 
Brazil, India, Indonesia, Morocco, Nigeria and Sri Lanka, discussed in Section 5. 
Our analysis seeks to highlight how the Global North frameworks are shaping or 
influencing these approaches.

Influence of Global North 
platform regulations on Global 
Majority platform regulations

6.
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6.1  	Regulatory Scope
6.1.1  Scope of Regulated Entities

A-OSA UK-OSA EU-DSA

The A-OSA applies to a range 
of electronic services that 
allow end-users to access 
online material, including social 
media services that facilitate 
user-to-user interactions and 
internet search engines. Certain 
provisions also apply to hosting 
services and internet service 
providers [Sections 5, 13, 17]. 

The UK-OSA applies to all “user-
to-user” platforms, defined 
as services where users can 
encounter content generated 
by others. It encompasses 
most platforms operating in 
the UK or targeting a significant 
UK audience, with exceptions 
for email providers and state 
services [Section 1].

The DSA applies to “intermediary 
service providers” including 
hosting services and caching 
services, as well as online 
platforms and search engines. It 
is applicable to both EU-based 
companies and those operating 
within the EU. The DSA imposes 
more stringent regulations on 
VLOPs and VLOSEs, defined as 
those with over 45 million active 
users in the EU [Article 2].

• The Nigerian 2022 Code of Practice did not differentiate between different 
categories or sizes of online platforms. However, the white paper on the 
proposed OHPB recommends a more nuanced approach, scaling online 
platforms’ responsibilities according to platform size, influence and societal 
impact.78

• In India, the 2021 IT Rules distinguish between significant and regular 
social media platforms, with the former having more than 5 million users 
in India. MeitY has also indicated that the upcoming DIA will categorise 
intermediary services according to the severity and nature of the risks they 
pose to users. However, unlike the Global North frameworks, the DIA would 
also apply to AI-based services, reflecting India’s interest in regulating 
emerging digital technologies alongside traditional platforms.79

• In their votes on the constitutionality of the MCI, Brazilian Supreme Court 
Justices recommended that future platform regulation should take a 
tailored, size-sensitive approach to online platform obligations, praising 
how the EU-DSA categorises platforms by type and size and exempts small 
and micro-businesses in its ruling.80
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6.1.2  Application to Encrypted Services

A-OSA UK-OSA EU-DSA

Online platforms that use 
encryption are expected to take 
reasonable steps to develop 
and implement processes to 
detect and address unlawful 
or harmful content on these 
services, but this requirement 
does not require them to 
decrypt content or implement 
a systemic vulnerability into 
an encrypted service [BOSE, 
Section 8]. 

The UK-OSA permits Ofcom 
- the regulator - to demand 
that encrypted services use 
“accredited technology” to 
monitor and remove unlawful 
content. Despite assurances 
that encryption will be
maintained, there is concern 
that no such technology 
currently exists, posing a threat 
to privacy and encryption 
[Section 121].

The DSA does not mandate 
changes to encryption practices 
and leaves decisions on 
encryption to individual Member 
States. Encrypted messaging 
services are specifically 
exempt from the DSA’s 
requirements [Article 1(4)].

•	 In Brazil, concern about the spread of disinformation and hate speech on 
private messaging services has influenced platform regulation discussions. 
The original FNB targeted “user-to-user” communication tools, including 
private ones, and proposed a requirement for private messaging services 
to be able to trace and identify original senders of messages, provisions 
which deeply concerned privacy and encryption advocates.81 Telegram has 
been blocked twice in Brazil for failure to address fake news and hateful 
content in mass private messages.82 However, the recent Supreme Court 
ruling held that Article 19 of the MCI still holds regarding private messaging 
services, whereby they are only liable for user-generated content if they 
fail to remove it when ordered to do so by a court.83

•	 The Indian government also previously sought to require online platforms 
to trace the first-senders of messages in the IT Rules.84 The Minister of 
State for Electronics and Information Technology has also indicated that 
the forthcoming DIA will include similar provisions to address internet-
aided distribution of CSAM.85

•	 Regarding E2EE messaging services, the Nigerian white paper on the OHPB 
compared the controversial provision about “accredited technology” for 
monitoring encrypted communications in the UK-OSA with the exemption 
for E2EE private messaging apps as “mere conduits” of online content in 
the EU-DSA.86 The white paper proposes the EU-DSA-style approach to 
ensure that private communications are exempt from content monitoring 
and moderation requirements on the basis that “encryption enables 
privacy and human rights in the digital space.”*

* Despite the assertion that private messaging services will be exempt in line with the EU-DSA, we note that elsewhere 

in the white paper, NITDA recommended that guidelines on online harms protection should clarify “the conditions 

under which private messages may be reviewed” for content moderation purposes, indicating that perhaps a UK-OSA-

influenced approach has not been entirely eliminated from the OHPB.
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6.2   Platform liability regime for user-generated content
6.2.1  	  Type of Content Covered

A-OSA UK-OSA EU-DSA

The A-OSA specifically focuses on 
harms arising from cyberbullying 
and cyber-abuse, NCSII, and 
material depicting abhorrent 
violent conduct [Parts 5-8]. Certain 
requirements address other types 
of illegal content (Class 1 material) 
and age-inappropriate content 
(Class 2) [Part 9]. 

The UK-OSA outlines specific 
“priority illegal content” that 
platforms must address. 
Additionally, platforms accessible 
to children must address content 
that is harmful to children that 
is not necessarily illegal, such 
as content promoting eating 
disorders. [Sections 59, 61 and 62].

The DSA targets illegal content 
but does not cover harmful 
content that is not illegal. 
However, it includes measures 
for VLOPs and VLOSEs to tackle 
disinformation and other content-
related risks. [Articles 4, 35.]

• Indonesia’s GR17/2025 focuses primarily on legal but harmful content,
requiring platforms to consider the risks to children posed by content
which may cause them psychological harm, including pornography, violent
or otherwise inappropriate content.87

• In Morocco, the upcoming regulation for online platforms is expected to
include provisions relating to illegal content such as hate speech, as well
as fake news and content harmful to children.88

• The Sri Lankan OSA specifies a range of types of “prohibited statements”,
including false statements which promote hostility, rioting or mutiny,
false statements which disturb religious ceremonies or outrage religious
feelings, and false statements which deceive or impersonate others. It
also prohibits content which amounts to harassment or NCSII and CSAM.
The Online Safety Commission can order both individuals and platforms
to remove these prohibited content types.89

In Nepal, the Social Media Bill 208190  was presented in January 2025 and is currently 
under review. It proposes requiring platforms to ensure they do not “disseminate content 
that harms Nepal’s sovereignty, territorial integrity, national security, national unity, 
independence, dignity, or national interests, or that incites social, cultural, or religious 
disharmony”, to develop technological measures to prevent users from posting illegal 
content, and to remove or prevent content that “severely harms an individual’s character, 
contains hate speech, incites violence, or disrupts communal harmony” (Article 12). 
Other provisions relate to cyberbullying and content which is gruesome, obscene, false 
or misleading. While these definitions were extremely broad and posed clear risks to 
freedom of expression online, UNESCO has since reviewed the bill and provided capacity-
building on platform regulation to Nepali stakeholders, who have committed to revising 
the Bill and the categories of designated content within it to uphold Nepalis’ human and 
constitutional rights.91 
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6.2.2  	  Platform Liability for User-Generated Content

A-OSA UK-OSA EU-DSA

Platforms are not liable for user-
generated content but must 
act within 24 hours of receiving 
a report of prohibited content 
from the eSafety Commissioner 
[Sections 65, 109]. The platform 
is additionally expected to take 
reasonable steps to proactively 
minimize the extent to which 
content in the service is unlawful 
or harmful [BOSE, Section 6]. 

Platforms must proactively 
manage and remove “priority 
illegal content,” which includes 
severe offences such as 
terrorism-related material, CSAM, 
and violent content. Platforms 
are not liable for user-generated 
content but must act swiftly 
upon becoming aware of illegal 
content [Section 10].

Providers are not held liable 
for content hosted on their 
platforms but must remove illegal 
content promptly once notified. 
The DSA does not impose a 
general monitoring obligation but 
emphasises the need for a rapid 
response to reported content 
[Articles 8 and 9].

•	 In Brazil, the MCI originally exempted online platforms from liability for 
user-generated content unless they had received a court order to remove 
it and failed to do so, or if they had received a notification from an affected 
party in the case of NCSII.92 However, under the recent Supreme Court 
ruling, platforms are now civilly liable for any illegal content which they do 
not remove after being notified, without needing a court order. There is an 
exception for content which constitutes crimes against honour (such as 
defamation), for which the court-ordered takedown regime still applies. 
Conversely, for advertisements, promotional content or material produced 
by bots, the platforms are liable for illegal content regardless of user 
notification. The Supreme Court ruling shields platforms from penalties 
for removing content which is later deemed legal.93 

• In Sri Lanka, the OSA exempts online platforms from liability for prohibited
content, except where the platform has played a key role in distributing or
editing the content or has failed to comply with an order from the Online
Safety Commission relating to the removal of prohibited content.94

• In India, the IT Rules 2021 imposed strict content filtering and takedown
obligations on online platforms, limiting their ability to claim protection
from liability for user-generated content.95 The upcoming DIA is also
expected to further amend the intermediary liability framework, with MeitY
questioning whether there should be “safe harbour” for all intermediaries
in their DIA briefing.96

In 2021, the Chilean Congress considered the Digital Platforms Regulation Bill Nº 
14.561-19.97 While the bill sought to protect the rights of users online and hold platforms 
accountable for infringements of users’ rights, the proposed intermediary liability 
framework was confusing and contradictory. Article 6 exempted platforms from liability 
for illegal user-generated content where they were not aware of it, but Article 15 held that 
platforms should be liable for financial and moral damages caused to users. These provi-
sions, amongst others, were criticized by a number of digital rights groups for posing 
risks to freedom of expression,98 and the bill was discarded and never passed. 
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6.2.3  	  Content Moderation Requirements

A-OSA UK-OSA EU-DSA

Platforms are required to take 
reasonable steps to proactively 
minimize unlawful and harmful 
material on their service, 
including by developing and 
implementing processes to 
detect and remove such content. 
[BOSE, Section 6]. 

Platforms must have clear content 
moderation policies, proportionate 
systems and processes that 
address illegal content and 
content harmful to children. They 
must also empower adult users to 
actively manage the moderation 
of content, especially concerning 
priority illegal content. [Sections 
10, 12 and 15].

Platforms must implement 
transparency measures for 
their content moderation 
practices and provide specific 
requirements for addressing 
illegal content, particularly for 
VLOPs and VLOSEs. [Articles 15, 16 
and 17].

• The Nigerian Code of Practice requires online platforms to respond to 
notices of illegal content within 48 hours; these strict takedown timelines 
have been criticized by digital rights groups for incentivising over-
removal of content.99 The upcoming OHPB seeks instead to propose 
“reasonable” and “fair” timeframes for platforms to respond to reports 
of illegal and harmful content, and will also provide a threshold to 
determine the qualification and scale of human content moderation 
efforts that must be utilized on platforms, particularly during elections 
or other situations or happenings that may call for urgent action. Large 
platforms will also be subject to additional content moderation 
responsibilities for content and behaviour that is harmful to children.100

• Morocco’s upcoming regulation for digital platforms may include
requirements for platforms to implement automated detection systems
for harmful content, particularly that which affects children. The focus on
proactive content moderation and child safety hints at influence from the
A-OSA and UK-OSA.

•	 The Brazilian Supreme Court’s recent ruling on the MCI holds that platforms
must act diligently to moderate illegal content and behaviour (Paragraph
5.2). However, several Justices noted that any future platform regulation
should follow the European model in exempting online platforms from any
requirements for proactive general monitoring of all online communications
for content infringements, to safeguard individuals’ rights to privacy and
freedom of expression.101

• Sri Lanka’s OSA requires platforms to remove flagged content within 
24 hours of notification – requirements that several major technology 
companies have called “unworkable”102 and which digital rights organisations 
have argued will lead to over-censorship of legitimate speech.103

Tanzania recently issued an amendment to the Electronic and Postal Communications (Online Content) 
Regulations of 2021,104 rules which have been extensively criticized by digital rights groups for adverse 
impacts on human rights.105 The 2025 amendments require social media platforms to “deploy a mechanism of 
filtering and removing prohibited content from their platforms”,106 further exacerbating concerns of overbroad 
censorship and a chilling effect of the regulation on freedom of expression.
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6.2.4  	  Risk Assessments

A-OSA UK-OSA EU-DSA

Risk assessments, including child 
safety risk assessments, are 
included as potential measures 
that platforms can take to meet 
their online safety obligations, 
but are not specifically required 
under the legislation [BOSE 
Section 6, 8A]. 

Platforms are required to 
perform risk assessments to 
identify and mitigate illegal 
content, particularly when 
releasing new features. [Sections 
9, 26]. Platforms accessible to 
children must undertake stricter 
risk assessments, which raises 
concerns about age verification 
and privacy. [Sections 11, 28].

VLOPs and VLOSEs are required 
to conduct and publish annual 
risk assessments concerning their 
platform’s design, functionality 
and use, focusing on systemic 
risks. Smaller platforms are 
exempt from the most intensive 
risk assessments [Article 34].

•	 The 2023 draft of Brazil’s FNB proposed a duty of care for online platforms, 
inspired by the EU-DSA and UK-OSA, requiring them to analyze and 
mitigate systemic risks stemming from their service design and operation.107 
The recent Supreme Court ruling on the MCI also indicates a risk-focused 
approach to platform regulation, focusing on the prevention and mitigation 
of illegal content and noting that platforms’ local representatives may be 
required to share information about monitoring of systemic risks with local 
authorities.108

•	 India’s IT Rules (2021) introduced due diligence requirements for significant 
social media intermediaries, and the upcoming DIA is expected to embed 
periodic risk assessments as a core duty of all regulated online platforms.109

•	 Nigeria’s Code of Practice and proposed OHPB require platforms to 
actively monitor and mitigate risks associated with their services, and the 
OHPB will also require large platforms to regularly publish comprehensive 
risk analyses of potential harms to children.110

 

Thailand produced a draft Platform Economy Act in 2022. The proposal incorporated 
a range of features mirroring the EU-DSA and the EU Digital Markets Act, including 
requiring large online platforms to evaluate system risks annually with external experts.111 
The draft bill is still under consideration. 112
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6.3   Additional duties of online platforms
6.3.1   Public Transparency Measures

A-OSA UK-OSA EU-DSA

Publication of Terms of Service

Platforms must publish up-to-
date Terms of Use and ensure 
these are accessible to end-
users. 

The UK-OSA outlines specific 
“priority illegal content” that 
platforms must address. 
Additionally, platforms accessible 
to children must address content 
that is harmful to children that 
is not necessarily illegal, such 
as content promoting eating 
disorders. [Sections 59, 61 and 62].

The DSA targets illegal content 
but does not cover harmful 
content that is not illegal. 
However, it includes measures 
for VLOPs and VLOSEs to tackle 
disinformation and other content-
related risks. [Articles 4, 35.]

Transparency Reporting

Platforms must publish 
transparency reports that outline 
how the service is enforcing its 
terms of use [BOSE 14, 17, 18].

Platforms are required to 
inform users about policies, 
functionalities and content 
moderation policies and how 
decisions are made [Section 10 
(7-9) and 12 (11-14)].

Platforms must make publicly 
available annual reports on 
content moderation [Articles 15 
and 42].

Transparency Reporting Data Access for Research

The A-OSA and BOSE do not 
include any provisions relating to 
data access by researchers. 

Ofcom is required to produce 
a report on data access for 
researchers and consider 
methods to enhance it. However, 
the UK-OSA does not provide 
specific new provisions to expand 
researcher data access beyond 
this report. [Section 162]

VLOPs and VLOSEs will be 
required to offer data access for 
researchers seeking to assess 
“systemic risks” that might affect 
the EU, which broadly refers to the 
risks of how illegal content might 
impact or undermine human 
rights. [Article 40]

•	 In Brazil, the Supreme Court ruling on the MCI requires platforms to release 
annual transparency reports detailing content notifications and information 
about paid advertising.113

• Morocco’s upcoming online platform regulation will reportedly require 
platforms to periodically report on their moderation systems, complaint 
handling processes and content removals, inspired by transparency 
provisions in the EU-DSA.114

• In Nigeria, the Code of Practice requires platforms to publish clear terms 
of service and to provide scientists, academics, journalists, CSOs and 
government agencies access to necessary data to facilitate research 
countering disinformation.115 The white paper on the forthcoming OHPB also 
emphasises transparency reporting as a central mechanism of platform 
accountability, outlining anticipated responsibilities for platforms to 
publish their risk assessments, harmful and illegal content reports and 
effectiveness of their content moderation mechanisms.116
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• In India, the IT Rules (2021) require certain social media companies to
publish monthly compliance reports, complaints received, actions taken,
content removal, automated tools, or “any other relevant information” as
may be specified.117 These requirements could be expanded in the DIA to
include information on content moderation practices, particularly regarding
online platforms’ language capabilities across India’s 700 languages.118

6.3.2    Procedures for Redress

A-OSA UK-OSA EU-DSA

Platforms must have 
mechanisms for user complaints 
about breaches of the terms of 
use or platform policies and must 
have procedures for dealing with 
such reports and complaints. 
Platforms must also inform users 
how to make complaints to the 
Commissioner [BOSE 14-16].

Platforms must establish 
effective procedures for users 
to flag illegal content, to appeal 
moderation decisions, including 
clear channels for complaints. 
[Sections 20 and 21].

Platforms must have mechanisms 
for users to notify illegal content 
and seek redress when affected 
by content moderation decisions, 
ensuring users can contest and 
seek review of such actions. 
[Articles 16,17, and 20].

•	 The MCI has long required platforms to inform Brazilian users when their 
content is removed because of a court order, enabling appeals.119 The recent 
Supreme Court judgement expands these duties, requiring platforms to 
provide accessible notification systems and clear mechanisms for users 
to challenge content restrictions.120 

• The Nigerian Code of Practice requires platforms to provide users
and government agencies with accessible complaints and reporting
mechanisms, and the forthcoming OHPB is expected to strengthen these
requirements.121 The white paper also recommends the creation of a special
Centre for Online Harms Research and Coordination, which will help to
facilitate redress processes for individuals or entities affected by harmful
content or behaviour online.122

• Indonesia’s GR17/2025 requires platforms to establish reporting
mechanisms to address misuse of products, services or features that
may violate children’s rights; information about these mechanisms and
the terms of service should be provided in the Indonesian language, using
a format that is understandable and accessible.123

Pakistan’s Prevention of Electronic Crimes (Amendment) Act 2025 requires online platforms to provide 
complaint redress mechanisms against unlawful or offensive content, but also to establish a Social Media 
Complaint Council with the capacity to handle social media complaints and user appeals.124  The Act and its 
2025 amendments have been widely criticized by the media and digital rights organisations for facilitating 
overbroad government overreach to suppress political dissent and stifle freedom of expression.125
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6.3.3  	  Age Assurance

A-OSA UK-OSA EU-DSA

Certain social media platforms 
are now required to take 
reasonable steps to make sure 
under-16s cannot create or keep 
accounts. [Section 4A].

All service providers which 
allow pornographic content 
must implement age assurance 
mechanisms to ensure that 
children are not able to 
encounter such content. [Section 
81]. Age verification is listed as a 
potential measure that platforms 
may take to fulfil child safety 
duties [Article 12 (7)].

While the DSA requires online 
platforms to take steps to ensure 
high levels of privacy and safety 
of minors, they are not obliged to 
process additional personal data 
to assess whether a user is a minor 
or not. [Article 28]. Age verification 
is listed as a potential measure 
that platforms may take to protect 
the rights of the child [Article 35]. 

• Indonesia’s GR17/2025 is almost exclusively focused on children’s online
safety, requiring platforms to assess the risks of children accessing their
services and then establish a minimum age requirement based on the
risks identified. Under the new regulations, platforms must also implement
robust age verification mechanisms and parental consent mechanisms for
users under 18.126

• While Morocco’s upcoming platform regulation is inspired by the EU-DSA,
reports from Moroccan authorities indicate that the framework will place
much more emphasis on protecting minors than the EU-DSA. The new
regulation is expected to require content classification by age, parental
control tools, and restrictions on ads targeting children or promoting
harmful products.127

• The Nigerian white paper on the upcoming OHPB clearly reflects the
A-OSA and UK-OSA approaches to child safety. The OHPB will require all
platforms to implement age assurance and verification mechanisms to
prevent underage access and safeguard minors from age-inappropriate
content. It will also require platforms to develop robust parental supervision
features, time limits, and stricter privacy settings for children.

Chile’s Digital Platforms Regulation Bill Nº 14.561-19 of 2021 proposed the introduction 
of “appropriate age verification mechanisms” and protective measures for children, 
including content warnings and age-appropriate content filters (Article 8). At the 
time, civil society organisations raised concerns about the need for excessive data 
collection that such a requirement would impose, threatening anonymity and privacy 
online.128
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6.4   	Regulatory mechanisms
6.4.1  	  Regulatory Oversight and Independence

A-OSA UK-OSA EU-DSA

The eSafety Commissioner is 
an independent statutory office 
supported by the Australian 
Communications and Media 
Authority, an independent 
statutory regulator funded 
primarily by licensing fees. The 
Commissioner is responsible 
for administering complaints 
systems for prohibited content, 
coordinating Australia’s Online 
Safety efforts and issuing notices 
and requests to online platforms. 

The UK-OSA is overseen by the UK’s 
independent Telecommunications 
Regulator, Ofcom, which is funded 
primarily by fees from regulated 
entities, including online platforms 
[Section 84]. Under the UK-OSA, 
Ofcom must prepare and issue 
codes of practice for online 
platforms that set out how they can 
meet their duties, categorise online 
platforms according to the UK-OSA 
and assess the risks posed by 
certain platforms. 

Member States must nominate 
DSCs with the necessary 
resources to implement the DSA 
completely independently from 
public authorities and private 
parties [Article 30]. They can 
request access to data, order 
inspections and certify “trusted 
flaggers” from regular platforms. 
The European Commission has 
investigative and sanctioning 
powers for VLOPs and VLOSEs. 

•	 In Brazil, the original draft of the FNB proposed the multi-stakeholder 
Brazilian Internet steering committee as a monitoring body; however, it 
is a voluntary, budget-constrained organisation subject to interference 
by presidential decree, rendering it inappropriate for the scope of duties 
now foreseen for online platforms in the Supreme Court’s recent 
judgment.129  The Supreme Court have instead suggested the National 
Data Protection Authority as a possible institution with the requisite 
mandate and expertise to oversee a future platform regulatory 
framework.130 • Nigeria’s white paper on the prospective OHPB foresees that the regulation
will be implemented by a multi-stakeholder Centre for Online Harms
Research, Prevention and Coordination, which will oversee and enforce
the obligations created in the bill and coordinate the response of public
agencies. The Centre will include representatives from the Nigerian Police,
the Nigerian Human Rights Commission (NHRC), and other government
agencies and independent national institutions.

• In Indonesia, MOCDA supervises platform compliance with the Electronic
Systems and Transactions Rules and related regulations. MOCDA may
receive and investigate complaints, examine platforms, access systems
and documentation, summon providers for clarifications, and impose
administrative sanctions.

• Sri Lanka’s OSA established a new Online Safety Commission (OSC),
a five-member body nominated by the President and approved by
the Constitutional Council. The OSC is responsible for investigations,
enforcement, and advising the government on subsequent regulations.131

• In India, MeitY and the Ministry of Information and Broadcasting administer
the IT Rules and will likely also oversee the upcoming DIA.132 MeitY have the
power to introduce fines, restrictions and even criminal liability for social
media managers for non-compliance.
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6.4.2   	Providing Information to the Regulator

A-OSA UK-OSA EU-DSA

Reporting Requirements

Online platforms can be required 
by the Commissioner to report 
on their compliance with the 
Expectations [Section 49, 
56], or provide documents or 
information relating to specific 
investigations [Part 14]. 

Online platforms are required to 
produce annual transparency 
reports as directed by Ofcom. 
Ofcom can also require specific 
information from online platforms 
to help them assess compliance 
with the UK-OSA or investigate 
the death of a child, and can also 
request reports, investigations and 
audits [Section 77].

VLOPs and VLOSEs must conduct 
annual independent audits 
and transmit them to the DSC 
jointly with a report setting out 
the results of the systemic risk 
assessments mandated by Article 
34 [Article 42]. 

Local Presence and Responsiveness to Government Authorities

There is no legal requirement 
for platforms to have a local 
presence; however, the 
statutory review133 of the A-OSA 
recommends requiring major 
online platforms to establish 
domestic legal presence in 
Australia as a condition of 
operating in the country. 

There is no legal requirement 
for platforms to have a local 
presence, but Ofcom can require 
online platforms to name a senior 
manager who is in a position to 
comply with information requests 
[Section 103]. 

Online platforms which do not 
have establishments in the 
EU but which offer services to 
EU users must appoint a legal 
representative with a physical 
address in at least one EU 
member state [Article 13]. 

•	 The Brazilian Supreme Court ruling on the MCI requires that online 
platforms operating in Brazil must establish and maintain headquarters 
and a representative in the country, with authority to respond to legal and 
judicial requests, and to provide competent authorities with information on 
the platform’s operations, content moderation and complaint procedures, 
and risk management processes.134 

•	 Under Nigeria’s Code of Practice, online platforms are required to file 
annual reports with NITDA specifying details about their number of users, 
content removal and appeal statistics, and efforts to protect children and 
adults from harmful content, including misinformation and disinformation. 
Platforms with more than 100,000 Nigerian users are also required to be 
incorporated and have a physical address in Nigeria, to appoint a Liaison 
Officer, and provide information on content moderation procedures to 
government agencies when required.

•	 Morocco’s upcoming regulation for online platforms will reportedly allow 
the High Authority for Audiovisual Communication (HACA) to monitor 
platforms even without a physical presence in Morocco. There are also 
chances that a requirement for a local representative could be included 
in the regulation. HACA will reportedly be able to demand periodic reports 
on content moderation policies, complaint handling mechanisms, and 
statistics on removed content.135
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6.4.3  	 Penalties and Compliance

A-OSA UK-OSA EU-DSA

The Commissioner can issue 
removal notices, blocking 
notices, and directions to comply 
with industry codes. Where 
an infringement occurs, the 
Commissioner can give platforms 
formal warnings or notices and 
seek court-ordered injunctions 
or civil penalties.

Non-compliance with the UK-
OSA can result in fines of up 
to £18 million or 10% of global 
turnover, whichever is greater. 
Ofcom can also hold companies 
and senior managers criminally 
liable for failure to comply with 
regulatory interventions. Ofcom 
can also prohibit access to 
non-compliant services in the 
UK, subject to judicial approval 
[Schedule 13].

Non-compliance with the DSA can 
result in fines of up to 6% of global 
turnover. The DSC may request 
judicial permission to temporarily 
restrict access to non-compliant 
services [Article 58]. 

•	 In Indonesia, MOCDA has authority under the Electronic Information and 
Transaction Law and related regulations to issue written warnings and 
temporary suspensions, or terminate services altogether – powers which 
it has used extensively in the past.137

•	 Under Sri Lanka’s OSA, if online platforms do not comply with takedown 
orders from the Commission, the Commission can apply for a court order 
for the removal of the content in question. If the online platform does not 
comply with the court order, the owner or operator of the social media 
platform can be held criminally liable, and the Commission can block the 
platform entirely.138

•	 Under the IT Rules, relevant state agencies in India can block access to a 
broad range of prohibited content types without a court hearing.139 These 
powers have been extensively used by authorities; for example, during 
COVID-19, the government ordered Meta and X to take down or block 
content that criticized the government’s handling of the pandemic on 
grounds of being either misleading or false content.140

In December 2024, Vietnam implemented Decree 147/2024, a new regulatory framework 
for online platforms and online content. The Decree included requirements for online 
platforms to provide the Vietnamese Ministry of Information and Communications (MIC) 
with access to user data and access to platforms’ internal search and scanning tools to 
identify offending content. The law has been described as “draconian” by human rights 
groups, given its sweeping restrictions on online expression and overbroad powers given 
to government authorities to censor online speech.136 



GLOBAL PARTNERS DIGITAL 34Globalising Platform Regulation Report

6.5    Consideration of human rights
6.5.1     References to human rights

A-OSA UK-OSA EU-DSA

There are no specific references 
to online platforms’ duties 
regarding human rights. 

Protecting users’ rights to 
freedom of expression and 
privacy is a core duty imposed on 
online platforms under the UK-
OSA [Section 1, 22, 33]. 

Online platforms are required 
to have due regard to human 
rights in the enforcement of their 
terms of service [Article 14] and 
to analyze the potential impact 
of their services on fundamental 
rights in their efforts to assess 
and mitigate risks [Articles 34, 
35]. The Commission must also 
have due regard for fundamental 
rights in the exercise of their 
responsibilities. 

•	 Brazil’s approach to platform regulation has been guided by a central 
commitment to safeguarding human rights online. The MCI itself affirms 
that Internet use in Brazil should be based on respect for freedom 
of expression and other human rights, and emphasises the right of 
all to access the Internet, to access information, to participate in 
cultural life and to privacy. In the recent ruling on the MCI, the 
Supreme Court held that Article 19 was unconstitutional because it 
failed to provide adequate protection for fundamental rights and 
democratic freedoms. This human-rights-driven approach to regulating 
online platforms closely mirrors the principles underpinning the EU-
DSA.141 • In India, MeitY’s proposals for the DIA list protection of citizens’ rights
as one of seven core goals of the proposed regulation. Publicly available
material outlining the approach to the DIA also mentions the rights to be
forgotten, to redress and to non-discrimination.142

• The Sri Lankan OSA makes no mention of rights and democratic freedoms,
even in relation to the Commission’s enforcement duties.143

6.5.2  	  Freedom of Expression

A-OSA UK-OSA EU-DSA

The Act may not infringe upon the 
constitutional freedom of political 
communication [Section 233].

Ofcom must consider the impact 
of their decisions and codes 
on users’ rights to freedom of 
expression [Sections 41 & 42]. 
Eligible entities can make super-
complaints to Ofcom if they 
believe that an online platform is 
significantly adversely affecting 
individuals’ rights to freedom of 
expression [Section 169].

Online platforms must respect 
the freedom of expression of 
their users [Articles 14, 17] and 
VLOPs and VLOSEs must assess 
risks to freedom of expression 
and information, including the 
freedom and pluralism of the 
media, in their systemic risk 
assessments [Article 34]. 
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• Nigeria’s white paper on the OHPB emphasises the importance of 
protecting fundamental human rights, including free speech, freedom of 
association, political participation, and privacy. The OHPB will be designed 
to avoid overly restrictive measures that could stifle legitimate 
expression, drawing on best practices for content moderation 
requirements and proportionate penalties from the Manila Principles and 
international human rights standards. Larger platforms will also have 
obligations to protect content with civic, democratic or journalistic 
significance.144

• While no draft is publicly available yet, Morocco’s Minister for Culture, 
Youth and Communication has indicated that protecting freedom of 
expression will be central to the proposed regulatory approach for 
online platforms, citing the need to balance public safety concerns with 
protection of legitimate speech.145

• MeitY claim that disinformation is being “weaponized” in the name of free 
speech in India, and proposes that the upcoming DIA should address 
discretionary moderation of fake news by online platforms, which infringes 
on individuals’ freedom of expression.146

6.5.3  	  The Rights of the Child

A-OSA UK-OSA EU-DSA

The Commissioner must 
have regard to the CRC in the 
performance of its function 
[Section 24].

There is no explicit reference to 
the rights of the child.147 

VLOPs and VLOSEs must assess 
risks to the rights of the child in 
their systemic risk assessments 
[Article 34], and take targeted 
measures to protect these rights, 
including age verification and 
parental control tools [Article 35]. 

• Indonesia’s GR17/2025 requires online platforms to implement measures
that protect children’s personal data and uphold their digital rights,
including implementing mechanisms for users to report content that risks
children’s rights.148

• The Nigerian white paper on the OHPB specifically notes the relevance of
Nigeria’s Act on the Rights of the Child (2003) to the online environment.
The proposal for the OHPB also includes a Child Online Protection Strategy,
which would specifically focus on the needs of child users through age
verification and parental control mechanisms.
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Discussion7.

The comparative analysis reveals areas of significant convergence between Global 
North and Global Majority approaches to online platform regulation. In several 
cases, there is explicit evidence of policy transfer, with lawmakers examining and 
citing the Global North regulations as models or examples when drafting their 
own frameworks. The EU-DSA’s strong auditing and transparency obligations, in 
particular, have established a global precedent by compelling platforms to make 
provisions for these obligations, meaning that policymakers in other jurisdictions 
can also make similar demands of online platforms by pointing to the EU-DSA as 
a precedent.149 Similarly, the systemic, risk-based approach to managing online 
harms demonstrated by the Global North regulations is now being mirrored across 
many emerging platform regulations worldwide.

However, even where provisions look similar on paper, their impact in practice may 
differ sharply in Global Majority and Global North contexts. Effective enforcement 
of platform obligations depends on regulatory independence, institutional 
capacity and technical and legal resources. In countries such as India, Indonesia 
and Sri Lanka, regulators are closely tied to government, enabling censorship of 
political dissent and marginalized voices under the guise of “online safety”.150 
Weak or absent human rights safeguards in the regulations compound these risks. 
For example, India’s IT Rules (2021) introduce user-tracing requirements that 
pose risks to individuals’ right to privacy and have a chilling effect on freedom 
of expression,151  and statements from Moroccan authorities indicate that they 
may require platforms to monitor all user communications for illegal and harmful 
content in their upcoming regulation for online platforms.152 Both measures 
starkly contradict the rights-respecting principles that policymakers in these 
jurisdictions claim to emulate (See Section 6.5), illustrating how policymakers may 
make rhetorical commitments to human rights while implementing frameworks 
which undermine them.

There are three areas in particular which pose concerns for how Global North 
provisions may be adopted and implemented in Global Majority contexts:

• Shifting towards a systemic duty of care or due diligence requirement 
for online platforms to address illegal and harmful content can help 
establish clearer accountability frameworks and incentivise proactive 
risk management. However, such approaches risk overbroad or vague 
obligations that may incentivise platforms to overcensor if the obligations
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are not carefully defined. For example, the UK-OSA’s duty of care principles 
significantly influenced the Nigerian approach to risk management and 
mitigation. However, the proposed duty of care for the OHPB echoes 
the more classical duty of care for online platforms proposed in the 
original UK Online Harms White Paper, whereas the final version of the 
duty of care defined in the UK-OSA is more specific and proportionate 
to prevent excessive burdens on online platforms and safeguard freedom 
of expression.

•	 Introducing obligations for platforms to share information with regulators 
helps to increase transparency and enable effective oversight. Particularly for 
Global Majority countries, provisions requiring platforms to have local contact 
points or offices may be essential for establishing open communications 
with companies which have traditionally been unresponsive to regulatory 
enquiries or complaints from users. However, without clearly defined limits, 
accountability mechanisms and safeguards, such requirements may result in 
governments placing undue pressure on local staff to comply with unlawful 
or politically motivated demands, or requesting sensitive user information, 
undermining individuals’ human rights.

•	 Measures to protect children from harmful content online are gaining 
traction, but age verification is a complex issue that introduces huge risks 
for user privacy and access to legal content online by individuals who do 
not want to be identified for legitimate reasons or lack the credentials to 
interact with the system.153 The UK-OSA’s age verification requirements 
and Australia’s proposed ban on under-16 social media use have drawn 
sharp criticism for jeopardizing privacy and restricting legitimate access.154 
In contrast, the EU-DSA treats age verification as part of due diligence, 
paired with efforts to develop privacy-preserving tools such as the Digital 
Identity Wallet and an open-source verification kit.155 While resource-
intensive, this model points to ways Global Majority countries might better 
reconcile child protection with privacy and access considerations.
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Recommendations8.

The comparative analysis of Global North and Global Majority approaches 
demonstrates the need to balance platform accountability and user safety with 
the protection of fundamental freedoms. Without robust rights, safeguards 
and independent oversight, platform regulation risks becoming a vehicle for 
control rather than empowerment in many Global Majority contexts. Drawing 
on these findings, the following recommendations outline key principles to 
guide policymakers, regulators, and civil society in designing frameworks that 
strengthen accountability while safeguarding fundamental rights:

1   
Anchor platform regulation 
in human rights
Platform regulations should be designed first and foremost to safeguard the 
fundamental rights of individuals –rather than to serve corporate interests or 
provide cover for authoritarian overreach. States should draw on the UN Guiding 
Principles on Business and Human Rights (UNGPs) to ensure that regulations 
require online platforms to respect human rights while also creating an enabling 
environment for freedom of expression, privacy, political participation, and 
non-discrimination. Regulations which require platforms to weaken encryption 
or impose intrusive age assurance requirements risk undermining individuals’ 
human rights and may disproportionately impact vulnerable groups who lack 
accredited credentials or wish to remain anonymous online.

2 
Align with global norms 
and frameworks
International standard-setting bodies are already shaping best practices for 
platform governance. Relevant initiatives include UNESCO’s Guidelines for the 
Governance of Digital Platforms156 and the Global Forum of Regulators.157 The 
Global Online Safety Regulators Network is also rapidly becoming a source of 
normative guidance for independent regulators around the world.158 Borrowing 
selectively from individual state-based models risks importing inappropriate 
provisions; instead, states should draw from these emerging loci of international 
consensus, adapting guidelines to their specific political, legal and cultural 
contexts.
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3 

4

Contextualise regulatory 
approaches 
Copying Global North frameworks without adaptation may lead to very different 
– and potentially harmful –outcomes in Global Majority contexts.159 Internet 
penetration rates, patterns of online use, levels of digital literacy, platform 
dominance, and the strength of constitutional safeguards vary significantly 
across regions. Regulatory design must be tailored to these realities to avoid 
unintended consequences, including restrictions on access, privacy violations, 
or disproportionate burdens on smaller platforms. One key element for 
achieving a balanced regulation, as seen in the Global North experiences and 
global guidance, is adopting a systemic approach that addresses the structural 
elements for platforms to deal with systemic risks, without focusing on specific 
pieces of content.

Establish an enabling 
regulatory ecosystem
Governments should seek to build an enabling regulatory ecosystem 
encompassing personal data protection, electoral regulation, consumer 
protection and competition law to ensure that regulatory incentives for 
platforms align with respect for human rights. The current attention-driven 
business models of online platforms have resulted in the widespread collection 
and use of data by online platforms. Data concentrated by dominant platforms 
is used to personalize experiences and keep audiences engaged, even at the 
expense of prioritizing content that can be harmful to the exercise of human 
rights; such practices are the underlying causes of many of the problems that 
platform regulations are designed to address. While many countries still lack 
baseline protections in these areas, there is a need to ensure that any attempt 
to address platforms’ impacts on information ecosystems must be underpinned 
by holistic and effective privacy and data governance rules. This holistic 
approach, which acknowledges the interaction of online content regimes with 
the broader regulatory ecosystem, will be essential to underpin any credible 
system of platform regulation and to guard against misuse of user data in the 
name of safety or compliance.160 
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5
Create independent and 
well-resourced regulators
Regulation will fail without effective oversight bodies. States should establish, or 
adequately resource existing independent regulators – such as data protection 
authorities, telecommunications regulators, electoral bodies, or ombudspersons 
– ensuring they have the mandate and capacity to enforce platform obligations.161  
In particular:

•	 Appointments of individuals to the regulatory body should follow clear, 
transparent, and merit-based processes.

•	 Regulators must be accountable to parliaments or independent oversight 
mechanisms, not to the executive branch.

•	 Regulatory decisions should be subject only to judicial appeal, safeguarding 
independence.

6
Require transparency from 
online platforms
Regulation should require greater transparency from online platforms around 
their policies and services, data handling practices, and decision-making 
processes. This allows states and users to understand the risks they may pose 
to human rights, and hold them accountable for ineffective or discriminatory 
practices, such as disproportionate content moderation practices. Online 
platforms should be required to develop fair, straightforward and transparent 
oversight mechanisms for removal requests and appeals, in line with the Santa 
Clara Principles on Transparency and Accountability in Content Moderation.162

7
Adopt inclusive, multi-stakeholder 
processes
Effective regulation must involve diverse perspectives from the outset. 
Governments should include civil society, academia, journalists, and technical 
experts in consultations, as well as those communities most affected by digital 
harms and repression – such as women, LGBTQ+ individuals, ethno-religious 
minorities, and rural populations.163 This approach ensures that platform 
regulations respond to real harms while safeguarding against reinforcing systemic 
inequalities. In particular, independent national human rights institutions should 
play a central role in both drafting and enforcing platform regulations. Their 
involvement helps ensure that frameworks remain anchored in international 
standards and not captured by political agendas. The establishment of data 
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8

9
E

access for research rules benefits evidence-based interventions and allows a 
range of stakeholders to contribute to improving online platform regulation.

Carefully calibrate duty 
of care frameworks
Duty of care obligations can help ensure platforms act responsibly, but poorly 
designed frameworks risk incentivising over-removal of content and 
chilling legitimate expression. States must carefully balance platform 
accountability with protections for freedom of expression and media pluralism.

nhance the resilience of the 
information ecosystem
Supporting independent, economically viable and pluralistic journalism and 
media, and promoting information and media literacy are key to building a 
sustainable and healthy information environment. This includes equitable 
monetization schemes, prioritizing rigorous independent journalism in users’ 
feeds over clickbait articles, strengthening user control features, and integrating 
third-party fact-checking and content provenance mechanisms.

10
Foster transnational dialogue
and Global Majority leadership
The establishment of initiatives such as the Global Majority House in Brussels 
illustrates the importance of South–South and South–North collaboration 
in shaping the future of digital governance.164 Regulators, civil society, and 
researchers from the Global Majority should leverage such spaces to influence 
how major frameworks like the EU-DSA are implemented and to ensure that 
Global North regulatory norms are not simply exported uncritically.
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